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Introduction

Data mining consists of novel ways to find unexpected relationships and to summarize the large observational data sets; Data Mining can include interaction effects.

- There are few papers on the application of Data Mining methods to AE analyses for clinical trials.
- There are few papers that make comparisons among different data mining software packages.

Project Goals

- Determine the strength and weaknesses of the two software packages under consideration.
- Identify unexpected AEs.
- Identify the AEs associated with higher risk groups.
- Identify potential classification and machine learning algorithms for AE analyses of clinical data.

The Basic Data Mining Process

- Data Preparation is critical and more time was spent organizing, cleaning, and generating indicator variables for AEs than any other steps.
- Splitting the data. Data was randomly split into a training data set (30% of total) and a testing data set (70% ) of total.
- Explore: Searching for anticipated relationships, unanticipated trends and anomalies in order to gain understanding and ideas.
- Modify: Creating, selecting, and transforming the variables to focus the model selection process.
- Model: Using the analytical tools to search for a combination of the data that reliably predicts a desired outcome.
- Assess: Comparing the models using appropriate metrics to determine which appears to be best.

Data Source

- Submission underwent FDA review and was approved.
- Number of subjects was relatively large. Phase 3 clinical trial data came from multiple trials, multiple regions.
- Primary data sources were analysis data in ADaM-like files.
- Analysis Variables: Age, Race, Geographic Region, Sex, Treatment Arm, Cancer Population.

Data Mining Algorithms used

- SVM (Support Vector Machines)
- CRT (Classification and Regression Tree)
- MARS (Multivariate Adaptive Regression Splines)
- Boosted trees
- Exhaustive CHAID
- Best-Subset and Stepwise General Discriminant Analysis ANCOVA
- SANN (Select Automated neural network)
- Random Forests

Results

Misclassification error rate from STATISTICA:

The table shows misclassification error rate from two AEs of nine considered using an EDA tool.

<table>
<thead>
<tr>
<th>Model (AE1)</th>
<th>training error %</th>
<th>testing error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural network</td>
<td>3.87</td>
<td>3.34</td>
</tr>
<tr>
<td>SVM</td>
<td>3.87</td>
<td>3.34</td>
</tr>
<tr>
<td>Boosted tree</td>
<td>3.87</td>
<td>3.34</td>
</tr>
<tr>
<td>Random forest</td>
<td>27.63</td>
<td>30.17</td>
</tr>
<tr>
<td>Class&amp;RT</td>
<td>47.35</td>
<td>50.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model (AE5)</th>
<th>training error %</th>
<th>testing error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural network</td>
<td>0.6</td>
<td>0.7</td>
</tr>
<tr>
<td>SVM</td>
<td>0.6</td>
<td>0.7</td>
</tr>
<tr>
<td>Boosted tree</td>
<td>0.6</td>
<td>0.7</td>
</tr>
<tr>
<td>Random forest</td>
<td>4.89</td>
<td>5.3</td>
</tr>
<tr>
<td>Class&amp;RT</td>
<td>38.87</td>
<td>42.35</td>
</tr>
</tbody>
</table>

Risk estimates summary of boosted classification trees model from STATISTICA:

Important variables with Boosted classification tree models in STATISTICA:

- Age, race and Geographic Region are the most important predictors for the AE5, which is consistent with other AEs.

Conclusions.

- One algorithm (Boosted Trees) performed well for all AEs under consideration. This method was available with STATISTICA, but not with Spotfire Miner.
- There are more options for STATISTICA but more data cleaning was required.
- Data mining methods can be helpful in identifying covariates related to adverse events.
- Predictive modeling and data mining have the potential to identify groups at high risk for specific AEs. The regulatory impact of predictive modeling is not clear at this time.
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